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Queueing Model of a Single-Level Single-Mediator
with Cooperation of the Agents

Moon Ho Lee, Aliaksandr Birukou, Alexander Dudin, Valentina Klimenok, Olga
Kostyukova and Chang-hui Choe

Abstract— Performance characteristics of an organizational
structure with single-level single-mediator and cooperation of
multiple agents are computed of terms of queueing network of
three-like topology with cooperation of the servers. This network
is analytically investigated by means of the matrix analytic
methods. Results can be used for the logical and technical design
and optimal resources sharing in multi-agent systems.

I. INTRODUCTION

Queueing theory (QT ) investigates situations when some
restricted resource should be efficiently shared between com-
petitive flow of requests in an optimal way. So, definitely, it
should be useful in quantitative investigation and comparison
of different organizational structures of Multi-Agent Systems
(MAS). Possibility of QT applications for MAS was dis-
cussed, e.g., in [1],[2],[3],[4]. In particular, in [3] operation of
MAS is described in terms of queueing networks. In [1], the
M/M/1 queueing system was used for utility prediction for
a range of possible MAS.

In this paper we make attempt to analyze performance
characteristics of the MAS system where the single mediator
serves as dispatcher for several independent heterogeneous
agents which handle the user queries. If all links to the system
agents are busy at the epoch of query arrival to mediator, the
query is stored in a buffer. Later it will be picked up from
this buffer according to the First In - First Out discipline.
If several links to the system agents are free at the query
arrival epoch, the mediator assigns all corresponding agents
to provide the service to this query and transmits the query
via communication channel (link) to all these agents. This
model is novel from point of view of queueing theory because
the standard assumption is that one query is served exactly
by one server (agent). Our motivation of assumption that the
query is dispatched to all free agents is the following. Because
the agents are autonomous, with some probability the agent
can decline the offer to handle a query. Also, we assume that
agents can get simultaneously queries from another mediators.
The buffers for postponed queries in each server (agent) are
assumed to be finite. The the agent can reject the query from
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mediator just because capacity of his buffer is exhausted. In
such situation, when the query can be rejected by an agent (by
his desire or due to the buffer overflow), parallel sending of
query to all currently available agents has to increase chance
of an arbitrary query to be successfully processes in MAS.
Besides this reliability aspect, parallel handling of query by
several agents can decrease response time because the response
time in this case is the minimum of durations of handling the
query by all involved agents.

II. MATHEMATICAL MODEL

The structure of the considered MAS system is presented
in Figure 1.

Fig. 1. The structure of the MAS system

The service (queries processing) in the network presented
in Figure 1 is actually performed in the links of the graph. The
node number n + 1 is considered as some virtual destination
query. The node number 0 is considered as the place of queries
arrival to MAS and buffering in the case of busyness of all
links to agents. Nodes 1, 2, . . . , n can be considered as the
place when the user queries are buffered in the case if the
assigned agent is busy. Taking into account this consideration,
we conclude that the operation of the MAS having structure
given in Figure 1 is described by the queueing network
represented in Figure 2.

This queueing network consists of two interacting parts. In
the sequel, the left part of the network (mediator part) will be
referred to as the queueing system number 0. It consists of one
buffer with a infinite capacity and n possibly heterogeneous
servers (links to agents). We refer to these servers as server
number 1, . . . , server number n.

The right part (autonomous agents part) consists of n
independent service systems referred below to as the queueing
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Fig. 2. Queueing network model for the MAS system operation

system number 1∗, . . . , system number n∗. Each of these
systems has a finite buffer and a single server (agent). The
capacity of the buffer of the system number k∗ is equal to
Nk∗ − 1, so the maximal total number of queries presenting
in this system is equal to Nk∗ , k = 1, n.

We assume that the customers (queries) arrive to the queue-
ing system number 0 according to the stationary Poisson
process with intensity λ0. If some of servers 1, . . . , n are
idle at the arrival epoch, the customer starts the service in
all these servers simultaneously. We assume that service times
in these servers are mutually independent random variables
having exponential distribution with parameter µk for the
server number k, k = 1, n. If all servers 1, . . . , n are busy
at the arrival epoch, the customer is buffered at the buffer to
the queueing system number 0. We assume that this buffer has
infinite capacity. The buffered customers are picked up from
the buffer when any of servers 1, . . . , n completes the service
of previous customers according to the FIFO (first in - first
out) discipline.

After the service in the server k, the customer moves for
the service in the queueing system number k∗, k = 1, n.
If the server of that system (agent of MAS) is idle at the
arrival epoch, it starts processing of the arriving customer with
probability q

(1)
k . Service times of successive customers in the

server k∗ are independent random variables having exponential
distribution with parameter ηk, k = 1, n. After the service,
customer leaves the system number k∗ (reaches destination
node n + 1).

If the server k∗ is busy at a customer arrival epoch from the
queueing system number 0, the arriving customer with proba-
bility 1−q

(2)
k is rejected and with supplementary probability it

should be placed into the buffer of capacity Nk∗−1, k = 1, n.
If this buffer is already full at arrival epoch, the customer is
lost in the queueing system number k∗.

Besides processing the transit customers from the queueing
system number 0, server of the system number k∗ can also
process another customers. These customers arrive to server
k∗ according to the stationary Poisson process with intensity
λk, k = 1, n. Service times of these customers also have
exponential distribution with parameter ηk. In the case if the
buffer is full at the arrival epoch, the customer is considered
to be lost. No priority for any kind of customers is assigned.

Thus, operation of the queueing network presented in Figure
2 is completely described.

Our purpose is derivation of the necessary and sufficient
condition for the existence of the stationary mode of the queue-
ing network operation and stationary analysis of distribution
of the number of customers in the nodes of this queueing
network.

III. STATIONARY STATE DISTRIBUTION OF THE NETWORK

Behavior of the queueing network under study can be
described by the multi-dimensional continuous time Markov
chain

ξt = {jt, i
(1)
t , . . . , i

(k)
t }, t ≥ 0, i

(k)
t = 0, Nk, k = 1, n,

where the component i
(k)
t is equal to the number of customers

in queueing system k∗, k = 1, n, at the moment t, t ≥ 0. It
includes the customers in the corresponding buffer, if any, and
a customer in the server. Component jt describes the state of
the n-server queueing system number 0. The state j, j ≥ 1,
of the component jt corresponds to the state of the queueing
system number 0 when there are j customer in a buffer (sure,
all the servers of this system are busy).

If the queue in this system is absent, the state of the com-
ponent jt is described by the group of n numbers {l1, . . . , ln}
where the entry lk has value 0 if the kth server is idle and
value 1 if the kth server is busy at epoch t, t ≥ 0. Denote by
L the set of all such states. It is evident that it consists of 2n

states.
Aiming to simplify denotations and use benefits of the

matrix analytic methods, we enumerate the components of
the process ξt = {jt, i

(1)
t , . . . i

(n)
t }, t ≥ 0, in the lexico-

graphic order. Then, we refer to the whole set of states
{j, i(1)t , . . . , i

(n)
t }, i

(k)
t = 0, Nk, k = 1, n, as to the state j

of the process ξt, t ≥ 0,

j = {0, . . . , 0︸ ︷︷ ︸
n

}, {0, . . . , 0, 1︸ ︷︷ ︸
n

}, . . . , {1, . . . , 1︸ ︷︷ ︸
n

}, 1, 2, 3 . . . .

For use in the sequel, we introduce the following notation.

• I is identity matrix of dimension K =
n∏

k=1

(Nk + 1);

• Ik is identity matrix of dimension Nk + 1, k = 1, n;
• O is zero square matrix of dimension K;
• Ol,m is zero matrix of dimension Kl ×Km;
• ⊗ is the symbol of Kronecker product of the matrices;
• ⊕ is the symbol of Kronecker sum of the matrices;
• T denotes transposition of a matrix or vector;
• ek is the column vector of dimension Nk + 1 consisting

of all 1’s;
• eK is the column vector of dimension K consisting of

all 1’s;
• 0k is the row vector of dimension Nk + 1 consisting of

all 0’s; k = 1, n;
• 0K is the row vector of dimension K consisting of all

0’s;
• f (i)

k is the column vector of dimension Nk +1 having the
form (0, . . . , 0︸ ︷︷ ︸

i

, 1, 0, . . . , 0)T , i = 0, Nk, k = 1, n;

• ẽ(i)
k , i = 0, Nk, is the column vector of dimension K

defined by formula ẽ(i)
k = e1⊗ . . .⊗ek−1⊗f (i)

k ⊗ek+1⊗
. . .⊗ en;
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• Ĩk,Ĩk,I+
k ,I−k , I0

k are the square matrices of dimension
Nk + 1, k = 1, n, having the following structure:

Ĩk =




1 0 . . . 0 0
0 1 . . . 0 0
...

...
...

...
...

0 0 . . . 1 0
0 0 . . . 0 0




,

Îk =




0 0 . . . 0 0
0 1 . . . 0 0
...

...
...

...
...

0 0 . . . 1 0
0 0 . . . 0 1




,

I+
k =




0 1 0 . . . 0
0 0 1 . . . 0
...

...
...

...
...

0 0 0 . . . 1
0 0 0 . . . 0




,

I−k = (I+
k )T ,

I0
k = Ik − Îk;

• Jk = q
(1)
k I0

kI+
k + (1 − q

(1)
k )I0

kIk + q
(2)
k ÎkI+

k + (1 −
q
(2)
k )ÎkIk,

• Ak = λk Ĩk + ηk Îk;

• A =
n⊕

k=1

Ak = A1 ⊕ . . .⊕An;

• Bk = λkI+
k + ηkI−k ;

• B =
n⊕

k=1

Bk;

• H = B −A;
• Ck = I1 ⊗ . . .⊗ Ik−1 ⊗ µkJk ⊗ Ik+1 ⊗ . . .⊗ In;

• C =
n⊕

k=1

µkJk =
n∑

k=1

Ck;

• Mk = I1 ⊗ . . .⊗ Ik−1 ⊗ µkIk ⊗ Ik+1 ⊗ . . .⊗ In;

• E =
n⊕

k=1

µkIk =
n∑

k=1

Mk;

• D0 = λ0I;
• D1 = −λ0I − E +H;
• D̂1 = −λ0I +H;
• D2 = C;
•

Q{0,...,0},{0,...,0} = −λ0I +H, Q{0,...,0},{1,...,1} = λ0I;

•
Q{0,...,0},{l1,...,ln} = O, {l1, . . . , ln} ∈ L,

{l1, . . . , ln} 6∈ {{0, . . . , 0}, {1, . . . , 1}};
•

Q{l1,...,lk−1,1,lk+1,...,ln},{l1,...,lk−1,0,lk+1,...,ln} = Ck;

•
Q{l1,...,ln},{1,...,1} = λ0I, {l1, . . . , ln} 6= {1, . . . , 1};

•
Q{l1,...,ln},{l1,...,ln} = −λ0I+H−

∑

j:l′
j
=1,l′

j
∈{l1,...,ln}

Mj ;

• Q0,0 is the blocking matrix: Q0,0 =
(Q{l1,...,ln},{l′1,...,l′n}){l1,...,ln},{l′1,...,l′n}∈L, which
can be decomposed as

Q0,0 =
(

Q̃0,0 D̃0

V D0

)

where the matrix D̃0 is a matrix column consisting of
2n − 1 matrices Q{l1,...,ln},{1,...,1}, {l1, . . . , ln} ∈ L,
{l1, . . . , ln} 6= {1, . . . , 1}, and the matrix V is the matrix
row consisting of 2n−1 square matrices of dimension K.
More exact description of the matrix V is the following.
All the matrices of dimension K, which constitute the
matrix V of dimension K×K(2n−1), are O except the
blocks in positions 2n − 2n−k that are equal to Ck, k =
1, n.

•
Q1,0 =

(
O1,2n−1 D2

)
,

•
Q0,1 =

(
O2n−1,1

D0

)
.

Denote by Q the block matrix which is the generator of the
Markov chain ξt, t ≥ 0.

Lemma: The generator Q has the following block structure:

Q =




Q0,0 Q0,1 O2n,1 O2n,1 O2n,1 O2n,1 . . .
Q1,0 D1 D0 O O O . . .
O1,2n D2 D1 D0 O O . . .
O1,2n O D2 D1 D0 O . . .
O1,2n O O D2 D1 D0 . . .

...
...

...
...

...
...

...




.

(1)
Proof is implemented by means of analysis of the possible
transitions of the Markov chain ξt, t ≥ 0, during infinitesi-
mally small time interval. It is almost straightforward and so
it is omitted. Several comments are as follows.

Diagonal entry of the diagonal matrix Ak defines, up to the
sign, the sum of intensities of transition of the n-dimensional
process {i(1)t , . . . , i

(n)
t }, t ≥ 0, from the corresponding state

under the fixed value j, j ≥ 1, of the process jt, t ≥ 0.
The entries of the matrix Bk define the intensity of the
corresponding transitions of the process {i(1)t , . . . , i

(n)
t }, t ≥ 0,

between its states.
Under the fixed value {l1, . . . , ln} of the process jt, t ≥ 0,

a diagonal entry of the matrix Q{l1,...,ln},{l1,...,ln} defines, up
to the sign, the sum of intensities of transitions of the n-
dimensional process {i(1)t , . . . , i

(n)
t }, t ≥ 0, from the corre-

sponding state and non-diagonal entries define the intensity of
the corresponding transitions of this process between its states.

The entries of the matrix Q{l1,...,ln},{l′1,...,l′n} define the
intensity of the corresponding transitions of the process
{i(1)t , . . . , i

(n)
t }, t ≥ 0, between its states when the state of the

process jt, t ≥ 0, is changed from {l1, . . . , ln} to {l′1, . . . , l′n}.
In computer realization, it is useful to check correctness of

calculation of the generator by summing up the entries of each
row and comparing the sum with 0. Formally this well-known
property of generator can be formulated as

Qe = 0T .
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Theorem 1. Stationary distribution of the Markov chain
ξt, t ≥ 0, exists if and only if the following inequality holds
true:

λ0 <

n∑

k=1

µk. (2)

In the sequel, we assume that parameters of the network satisfy
stability condition (2).

Let us denote the stationary probabilities of the states of the
Markov chain ξt, t ≥ 0, by

p(j, i1, . . . , in) = lim
t→∞

P{jt = j, i
(1)
t = i1, . . . , i

(k)
t = ik},

j = {l1, . . . , ln} ∈ L, 1, 2, . . . ; ik = 0, Nk, k = 1, n.

According to the lexicographic enumeration of the components
of the Markov chain ξt, t ≥ 0, which was already ex-
ploited above, we combine probabilities p(j, i1, . . . , in), ik =
0, Nk, k = 1, n, into probability row vectors pj , j =
{l1, . . . , ln} ∈ L, 1, 2, . . . and the macro-vector

~p = (p{0},p1,p2, . . .)

where

p{0} = (p{0,...,0},p{0,...,0,1}, . . . ,p{1,...,1}).

Theorem 2. Stationary probability vectors
p{l1,...,ln}, {l1, . . . , ln} ∈ L, p1,p2, . . . are calculated
in the following way:
• the vector p{l1,...,ln} is computed as the block

number
n∑

k=1

lk2n+1−k + 1 in the block vector

p{1,...,1}F1, {l1, . . . , ln} ∈ L, {l1, . . . , ln} 6=
{1, . . . , 1} ;

• the vectors pj , j ≥ 1, are computed by

pi = p{1,...,1}Ri, i ≥ 1,

where

F1 = −V (Q̃0,0)−1, F = D1 + F1D̃0;

• the matrix R is a minimal non-negative solution to the
matrix equation

R2D2 + RD1 +D0 = O;

• the vector p{1,...,1} is the unique solution to the following
system of linear algebraic equations

p{1,...,1}[F + RD2] = 0K ,

p{1,...,1}[F1 + (I −R)−1]eK = 1.

Proof of the theorem can be done essentially following to M.F.
Neuts’ book [5]. However, it is not straightforward due to the
necessity to carefully take into account complex behavior of
the Markov chain ξt, t ≥ 0, in the boundary states when not
all servers are busy.

This theorem gives a straightforward algorithmic way for
calculation the stationary probability vector ~p which well
suits for realization on computer. The problem of solving
the matrix equation is extensively addressed in literature,
see, e.g., [5],[6]. All other required operations are routine

ones. Infrastructure of software ”SIRIUS++” and ”SIRIUS-
C”, which is developed for performance evaluation, capacity
planning and optimization of telecommunication networks in
Belarusian State University and is described in [7],[8], is
suitable for organization of the variety of operations with
matrices.

IV. CALCULATION OF THE NETWORK PERFORMANCE
MEASURES

Having the stationary probability vectors been computed,
we can calculate different performance measures of the queue-
ing network. Formulae for calculation of some of them are
given below.
• Average queue length L0 at the system number 0 is

calculated by

L0 =
∞∑

i=1

ipieK = p{1}R(I −R)−2eK;

• Average number of customers L̃1 at the system number
0 is calculated by

L̃0 = [p{2} + p{3} + 2p{1} +
∞∑

i=1

(i + 2)pi]eK =

= {p{2} + p{3} + p{1}[R(I −R)−2 + 2(I −R)−1]}eK;

• Average waiting time W
(0)
1 of a customer in the queueing

system number 0 is calculated by

W
(0)
1 = λ−1

1 L0,

• Average sojourn time W̃
(1)
1 of a customer in the queueing

system number 0 is calculated by

W̃
(0)
1 = λ−1

1 L̃0;

• Joint distribution of the number of customers in the
systems k∗, k = 1, n, is defined by the row vector θ
computed by formula

θ = p{1,...,1}[F1 + (I −R)−1];

• Stationary distribution of the number of customers in the
system k∗ is given by the vector θ(k) having components

θ
(k)
i = θẽ(i)

k , i = 0, Nk, k = 1, n;

• Average number of customers Lk in the system k∗ is
calculated by

Lk =
Nk∑

i=1

iθ
(k)
i , k = 1, n;

• Average total number of customers L in the network is
calculated by

L = L̃0 +
n∑

k=1

Lk;

• Probability P̃
(k)
loss that arbitrary own customer arriving to

the system k∗ is rejected because the buffer is full is
calculated by formula

P̃
(k)
loss = θẽ(Nk)

k , k = 1, n;
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• Probability P̃loss that arbitrary customer arriving to this
network is rejected because the corresponding buffer is
full is calculated by formula

P̃loss =

n∑
k=1

λkP̃
(k)
loss

n∑
k=1

λk

;

• Probabilities P
(k)
loss that arbitrary customer arriving to the

system k∗ will be rejected due to desire of agent or
because the buffer is full and is calculated by formula

P
(k)
loss = θ

(k)
Nk

+(1−q
(k)
1 )θ(k)

0 +(1−q
(k)
2 )(1−θ

(k)
0 −θ

(k)
Nk

),

k = 1, n.

• Probability Ploss that arbitrary customer arriving to this
network will not get service by any agent is computed
by formula

Ploss = p{1,...,1}(I + R(I −R)−1)eK

n∑

k=1

µk

µ
P

(k)
loss+

+
∑

({l1,...,ln})∈L
p{l1,...,ln}eK×

×
(

1−
n∏

r=1,lr=0

(1− P
(kr)
loss )

)
,

µ =
n∑

k=1

µk.

• Average waiting time W
(0)
1 of a customer in the queueing

system number 0 is calculated by

W
(0)
1 = λ−1

0 L0;

• Average average sojourn time W̃
(0)
1 of a customer in the

queueing system number 0 is calculated by

W̃
(0)
1 = λ−1

0 L̃0;

These formula follow from well-known Little’s formulae.
• Distribution function W (k)(x) of the waiting time in the

queueing system number k∗ is calculated by

W (k)(x) = P
(k)
loss +

Nk−1∑

i=0

θ
(k)
i E

(i)
k (x),

where
E

(0)
k (x) = 1,

E
(i)
k (x) =

x∫

0

ηk
(ηkt)i−1

(i− 1)!
e−ηktdt, i ≥ 1, k = 1, n;

• Conditional distribution function W̄ (k)(x) of waiting time
for customers who are not rejected in the queueing system
number k∗ is calculated by

W̄ (k)(x) =
W (k)(x)− P

(k)
loss

1− P
(k)
loss

, k = 1, n;

• Mean sojourn time W̃
(k)
1 in the system number k∗ and

the conditional mean sojourn time ˜̄W
(k)

1 for customers
who are not rejected are calculated by

W̃
(k)
1 =

Nk−1∑

i=0

i + 1
ηk

θ
(k)
i ,

˜̄W
(k)

1 =
W̃

(k)
1

1− P
(k)
loss

, k = 1, n.

• Average sojourn time V of a customer in the queueing
network is approximately computed by

V = W̃
(0)
1 +p{1,...,1}(I+R(I−R)−1)eK

n∑

k=1

µk

µ
˜̄W

(k)

1 +

+
∑

({l1,...,ln})∈L
p{l1,...,ln}eK min

r=1,n, lr=0

˜̄W
(r)

1 .

The first summand in the right side of this formula is average
sojourn time in the system number 0. The second summand
gives average sojourn time in the system, to which the
customer will be assigned when he is assigned to a single
server. The last summand takes into account that the average
sojourn time after getting service in the system number 0 is
equal to the minimum of the average sojourn times in systems,
involved to its service. We speak here about the approximate
computation only because expectation of minimum of several
randoms, generally speaking, is not equal to the minimum of
expectations.

The formula becomes exact if we replace the value

min
r=1,n, lr=0

˜̄W
(r)

1 by the expectation of the minimum of ran-

dom variables having distribution being the weighted sum of
Erlangian distributions with the jump at point zero. Because
such distribution is a partial case of a slight modification of
PH (Phase type) distribution with a jump at point zero, the
following lemma can be exploited.

Lemma 2. Let ξk, k = 1,m, be m independent identically
distributed random variables having PH distribution defined
by the irreducible representation (β, S).

Then a random ξ = min
k=1,m

ξk has PH distribution defined

by the irreducible representation (β⊗m, S⊕m).

V. CONCLUSION

The process of user query processing in MAS is described
in terms of the queueing network. Tree-like structure of the
network topology allows to get the steady state-distribution of
the network state in the elegant exact analytic form via the
application of the tool of multi-dimensional Markov chains.
Main performance measures of the network are calculated.

The results are extendable to the cases where the input and
service processes have more complicated nature, e.g., they
are modeled by the Markovian Arrival Process (MAP ) and
Markovian Service Process (MSP ) correspondingly. Modifi-
cations to the network where the customer is blocked in the
case of the full intermediate buffer, where the service can be
provided with the error and where the servers are subject to
breakdowns and recovering be can investigated analogously.
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